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Types of Randomized Algorithms
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Las Vegas Algorithm:
A always ecorrect solution
A running timeis arandomvariable

Lulw
A Examplerandomized quicksort, contention resolution

rMonte Carlo Algorithm:
A probabilistic correctnesguarantee nostly correct)
A fixed (deterministic) running time

L A Exampleprimality test
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Reminder:Given a grapfO  (wh0), a cut is a partitiondhb
of wsuchthatw ©0° 6,0, 6 »n,ohd »

Sizeof the cut =h|| : # of edges crossing the cut

A For weighted graphs, total edge weight crossing the cut
g conncdnily £ 6
Goal:Find a cut of minimal size (i.e., of siz€O)

Maximum-flow based algorithm: t
A Fixi, compute min -o-cut for alld i
AG(at_(Q) 0 &é& peri-ocut

A Gvesan (a ¢ (Q) U a¢ -algorithm
Bestknown deterministicalgorithm: 0 (& ¢ & 1 1&g

Qa @( 3
ase .
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Edge Contractions
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A In the following, we consider mulgraphs that can have
multiple edges (but no selbops)

oK not ok
. 4

J
Contracting edge¢ ho : N “_Z/\‘/‘{\/,y
A Replace node§, 0 by new node) <« ——
A For all edgeséh and Uhw, add an edgeu ho

A Remove selfoops created at nodé

contract ¢ ho
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Properties of Edge Contractions

Nodes:
A After contracting 6l , the new node represents and v

A After a series of contractions, each node represents a subset
the original nodes

\ﬁ i h h = h hh
d ﬁ ﬁ d\
hhh
h

———

Cuts:
A Assume in the contracted graph,represents nodesY Ow

A The edges of a node in a contracted graph are in_a ott@-one
correspondence with the edges crossing the Ciythw? Y )
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Randomized Contraction Algorithm ;
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Algorithm:

while there are ¢ nodesdo
contract a uniformly random edge
return cut induced by the last two remaining nodes

(cut defined by the original node sets represented by the last 2 noc

Theorem:The random contraction algorithm returns a minimum
cut with probability at leasp] 0 €
A We will show this next.

Theorem:The random contraction algorithm can be implementec
in timev ¢

A There ar& ¢ contractions, each can be done in tihe¢ .

A You will show this later.
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Contractions and Cuts
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Lemma:lf two original node®h ¥ care merged into the same
node of the contracted graph, there is a path connectirand v
In the original grapls.t. all edges on the path are contracted.

Proof:

A Contracting an edgaifto merges the node sets represented b
wandwand does not change any of the other node sets.

A The claim the follows by induction on the number of edge
contractions.
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Contractions and Cuts
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Lemma:During the contraction algorithm, the edge connectivity
(1.e., the size of the min. cut) cannot get smaller.

Proof:

A All cuts in a (partially) contracted graph correspond to cuts of
the same size in the original grajibas follows:

I For a node of the contracted graph, ety be the set of original nodes
that have been merged intd (the nodes thab represents)

i Consider a cut&iﬁ of the contracted graph X
0 h “Yh 6 h Y

N N S
Is a cut of O Q !

i The edges crossing cuih® are in oneto-one correspondence with the
edges crossing cub ho
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Contraction and Cuts

Lemma:The contraction algorithm outputs a cubhd  of the input
graph’Oif and only if it never contracts an edge crossiato .

Proof:

1. If anedge crossingdhd is contracted a pair of node$ N 0,
LN wis merged into the same node and the algoritbotputs
a cutdifferent from oho .

2. Ifno edge of 619 is contracteg no two node N 0,0 N 6
end up in the same contracted node because every path
connectingd and U in "Ocontains some edge crossitgh))

A Dy
In the end there are only 2 sefs output is 01

—
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Theorem:The probability that the algorithm outputs a minimum
cutisatleastje € p.

Zaeﬂ.aw) — Z‘M
To prove the theorem, we need the following claim:
Q&SL cc»u.u.ushﬁ -

Claim:If the minimum cut size of multigraph"O(no selfloops) isQ
“Ohas at leastQ§ ¢ edges.

N
Proof: @

A Min cut has siz&  all nodes have degree Q
i A nodeb of degree Qgives a cuf{0}hw» {0}) of size Q

A Number of edgest | tB AAQ 2 Iwk
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