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the one yielding the minimal number of points is considered.
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Task 1: Short Questions (21 Points)

(a) Let h(x, i) := x + i mod 7 be a hash function with linear probing for collision resolution.
Insert the keys 44, 45, 79, 55, 91, and 18 into the table using h. (3 Points)

0 1 2 3 4 5 6

(b) Provide a weighted, undirected graph G with positive weights and mark a node v and a
shortest-path tree from v in G such that:

• G is not a tree,

• the minimum spanning tree of G is unique, and

• your marked shortest-path tree corresponds to the minimum spanning tree of G. (3
Points)

(c) Given two arrays A and B with |A| = m and |B| = n and m ≤ n. The entries of the arrays
are natural numbers. We want to determine if there is a number present in both A and B.
Provide an efficient algorithm for this problem:

(i) assuming that finding and inserting into a hash table takes O(1) time, as long as the
load of the hash table is O(1). (4 Points)

(ii) without using hashing. (5 Points)

Analyze the runtime for each case as a function of m and n.

(d) Given two red-black trees T1 and T2 with the same black height h. Additionally, all keys in
T1 are strictly smaller than all keys in T2. Provide an algorithm that merges T1 and T2 into
a valid red-black tree containing all keys from T1 and T2 in O(h) time. Explain the runtime
and why the resulting tree is valid. (6 Points)
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Task 2: O-Notation (17 Points)

(a) Consider the following pseudocode:

Algorithm 1 myst-div(n)
1: while n > 1 do
2: n = n/3 . This step costs one time unit
3: return n

Let T (n) represent the runtime of the function myst-div(n), defined as the number of
divisions performed in line 2. Determine the exact runtime T (n). Then, using the definition
of Big-O notation (i.e., without limits), show that T (n) ∈ O(log100 n). (5 Points)

Hint: You may restrict the domain of myst-div to the set {3k | k ∈ N}.

(b) State whether the following statements are true or false. Prove or disprove each statement
using the definition of Big-O notation or limit-based characterization:

(i) 2
√
n + log(n) ∈ o(n) (4 Points)

(ii) 22n ∈ Θ(2n) (3 Points)

(iii) an ∈ ω(nk), for every real a > 1 and integer k ≥ 1 (5 Points)
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Task 3: Traversing Binary Search Trees (18 Points)

(a) Give the complete order in which the nodes are visited in pre-order, in-order, and post-order
traversals.

10

135

163 8

7 9 14 22

12

20 23

19 21

(b) There exists only a single tree (ignoring the actual assigned numbers) such that pre-order,
in-order and post-order traversals all result in the same order. Draw this tree and prove that
for any other (non-empty) tree at least two of the different traversals result in a different
order.

(c) Let T be a binary tree such that it holds that each node either has 2 children or it has no
children at all (that is, either a node is a leaf or it has a left and a right child). Moreover, for
each node u of T , we have stored a pair (Pre(u),Post(u)), where Pre(u) is the number of u
in the pre-order traversal, and Post(u) is the number of u in the post-order traversal.

Give a constant-time algorithm that, given a node u of T , computes the size of the subtree
rooted at u (the number of total nodes in T is not known). For example, in the above tree,
the answer for the node with key value 16 should be 7, and the answer for the node with key
value 7 should be 1.
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Task 4: Graph Traversal (15 Points)

(a) Consider the graph below. Perform a depth first search starting at A. Label the edges as T ,
B, F and C, where T represents a tree edge, B a backward edge, F a forward edge, and C a
cross edge. To guarantee the same solution, whenever deciding which node to pick, choose
a node whose label occurs earliest in the alphabet. (6 Points)

A

B

C

D

E F

G

(b) Suppose we have a connected undirected graph G = (V,E) and a vertex u ∈ V . If we run
DFS from u, we obtain a tree T . Suppose that if we run BFS from u, we obtain exactly the
same tree T . Prove that G = T . (9 Points)
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Task 5: Shortest Paths (10 Points)

(a) Construct a weighted directed graph G and highlight some node v of G, such that:

• G is not a tree,

• there is at least one edge of G of negative weight,

• Bellman-Ford would not detect negative cycles, and

• by running Dijkstra on G starting from v, the result is the shortest path tree of v.

(b) Construct a weighted directed graph G and highlight some node v of G, such that:

• G is not a tree,

• there is at least one edge of G of negative weight,

• Bellman-Ford would not detect negative cycles, and

• by running Dijkstra on G starting from v, the result is not the shortest path tree of v.
Highlight the node for which the computed distance is wrong, say what is the right
distance for that node, and what is the wrong distance obtained by running Dijkstra.
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Task 6: Mystical Algorithm (14 Points)

Consider the following algorithm, which takes as input an array A of length n and a natural
number m, where the entries in A are natural numbers between 0 and m− 1.

Algorithm 2 myst
1: B = [0] ·m . create an array of length m where all entries are 0.
2: for i = 0 to n− 1 do
3: B[A[i]] = B[A[i]] + 1

4: ` = 0
5: for j = 0 to m− 1 do
6: if B[j] > 0 then
7: for k = 0 to B[j]− 1 do
8: A[` + k] = j

9: ` = ` + B[j]

(a) What does the value B[j] (after line 3) represent for j ∈ {0, . . . ,m− 1}? (3 Points)

(b) Describe in one sentence what the algorithm myst does. (3 Points)

(c) Provide the asymptotic runtime of myst as a function of n and m, and justify your answer.
(4 Points)

(d) Describe the advantages and disadvantages of myst compared to other algorithms you
know that perform the same task. (4 Points)
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Task 7: Dynamic Programming (16 Points)

Given a sequence of integers S = (s1, . . . , sn):

(a) Provide an algorithm (based on the principle of dynamic programming) that outputs the
length of the longest increasing subsequence in S in O(n2) time. That is, the length k of the
longest subsequence (si1 , . . . , sik) such that si1 ≤ · · · ≤ sik and i1 < · · · < ik. Justify the
runtime. (10 Points)

Example: For S = (3, 6, 9, 4, 2, 1, 5, 7, 8), one longest increasing subsequence is (3, 4, 5, 7, 8),
so the correct output for S is 5.

(b) Provide an algorithm that outputs the length of the longest bitonic subsequence in S in O(n2)
time. That is, the length k of the longest subsequence (sj1 , . . . , sjk) such that j1 < · · · < jk
and for some ` ∈ {1, . . . , k}, sj1 ≤ · · · ≤ sj` ≥ · · · ≥ sjk . Justify the runtime. (6 Points)

Example: For S = (3, 6, 9, 4, 2, 1, 5, 7, 8), one longest bitonic subsequence is (3, 6, 9, 4, 2, 1),
so the correct output for S is 6.
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Task 8: Rabin-Karp Algorithm (9 Points)

Given the text T = 334710367 and the pattern P = 103 with a length of m = 3, both represented
in base b = 10. The hash function uses the modulus M = 11. Let

ts := T [s . . . (s + m− 1)] mod 11

be the hash value of a substring of T used in iteration s of the Rabin-Karp algorithm.

(a) Fill in the missing values for ts in the given table. (4 Points)

(b) Mark an × where the hash values of P and T [s . . . (s + m − 1)] match in iteration s.
Additionally, mark where P is identified as a match in T in iteration s. (5 Points)

Iteration s 0 1 2 3 4 5 6
Hash value ts 4
Hash match? ×

Pattern match?
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